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 OBJECTIVES  

After going through this Unit, you will be able to : 

• distinguish between a symmetrical and a skewed distribution; 

• compute various coefficients to measure the extent of skewness in a 
distribution; 

• distinguish between platykurtic, mesokurtic and leptokurtic distributions; and 

• compute the coefficient of kurtosis. 
 

 

 INTRODUCTION  

In this Unit you will learn various techniques to distinguish between various shapes 
ofa frequency distribution. This is the final Unit with regard to the summarisation of 
univariate data. This Unit will make you familiar with the concept of skewness and 
kurtosis. The need to study these concepts arises from the fact that the 
measures of central tendency and dispersion fail to describe a distribution 
completely. It is possible to have frequency distributions which differ widely in their 
nature and composition and yet may have same central tendency and dispersion. 
Thus, there is need to supplement the measures of central tendency and dispersion. 
Consequently, in this Unit, we shall discuss two such measures, viz, measures of 
skewness and kurtosis. 

 

 

 CONCEPT OF SKEWNESS  

The skewness of a distribution is defined as the lack of mefry. In a symmetrical 
distribution, the Mean, Median and Mode are equal to each other and the 
ordinate at mean divides the distribution into two equal parts such that one



 part is mirror image of the other (Fig. 6.1). If some observations, of very 
high (low) magnitude, are added to such a distribution, its right (left) tail gets 
elongated. 
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These observations are also known as extreme observations. The presence 

of extreme observations on the right hand side of a distribution makes it 

positively skewed and the three averages, viz., mean, median and mode, will 

no longer be equal. We shall in fact have Mean > Median > Mode when a 

distribution is positively skewed. On the other hand, the presence of 

extreme observations to the left hand side of a distriliution make it negatively 

skewed and the relationship between mean, median and mode is: Mean < 

Median < Mode. In Fig. 2 we depict the shapes of positively skewed and 

negatively skewed distributions. 

 
The direction and extent of skewness can be measured in various ways. We 

shall discuss four measures' skewness in this Unit. 

 Karl PearRin’s Measure of Skewness 

In Fig. 2 you noticed that the mean, median and mode are not equal in a skewed 

distributipn. The Karl Pearson’s measure of skewness is based upon the 

divergence of mean from mode in a skewed distribution. 

 
Since Mean = Mode in a symmetrical distribution, (Mean - Mode) can be taken as 
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an absolute measure ofskewness. The absolute measure of skewness for a 
distribution deprnds upon the unit of measurement. For example, if the mean = 
2.45 metre and mode = 2.14 metre, then absolute measure of skewness will be 
2.45 ritetre — 2.J4 metre = 0.31 metre. For the same distribution, if we change 
the unlt of measurement to centimetres, the absolute measure of skewness is 245 



centimetre — 214 centimetre = 31 centimetre. In order to avoid such a proble Karl Pearson takes a relative 
measure of skewnesS. 

 
A relative measure, independent of the units of measurement, is defined as the 
Karl Pearson’s Coefficient of Skewness St , given by 

Mean — Mode 
S 

s.d. 
 

The sign of St gives the direction and its magnitude gives the extent of skewness. 

If St > 0, the distribution is positively skewed, and ifs,< 0 it is negatively skewed. So 

far we have seen that St is strategically dependent upon mode. If mode is not 
defined for a distribution we cannot find St . But empiricalrelation between mean, 

median and mode states that, for a moderately symmetrical distribution, we have 
Mean — Mode - 3 (Mean — Median) 

 
Hence Karl Pearson’s coefficient of skewness is defined in terms of median as 

JMean - Median) 
S k -   

s.d. 
 

Example 6.1: Compute the Karl Pearson’s coefficient of skewness from the 
following data: 

Table 6.1 
 

Height (in inches) Number of Persons 

58 10 
59 18 
60 30 
61 42 
62 35 
63 28 
64 16 
65 8 

 
Table for the computation of mean and s.d. 

 

Height( n=X-61 No. of persons  /u° 

58 -3 10 -30 90 

59 -2 18 -36 72 

60 -1 30 -30 30 

61 0 42 0 0 

62 1 35 35 35 

63 2 28 56 112 

64 3 16 48 144 

65 4 8 32 128 

k 



Total  187 75 611 
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12 + 7 

Mean = 61 + 
 

 
s.d. = 

75 

18
7 

= 61.4 
 
 

= 1.76 
 

To find mode, we note that height is a continuous variable. It is assumed that the 
height has been measured under the approximation that a measurement on height 
that is, e.g., greater than 58 but less than 58.5 is taken as 58 inches while a 
measurement greater than or equal to 58.5 but less than 59 is taken as 59 inches. 
Thus the given data can be written as 

 

Height (in inches) No. of persons 

57.5 - 58.5 10 

58.5 - 59.5 i8 

59.5 - 60.5 30 

60.5 - 61.5 42 

61.5 - 62.5 35 

62.5 - 63.5 28 

63.5 - 64.5 16 

64.5 - 65.5 8 

By inspection, the modal class is 60.5 — 61.5. Thus, we have 
 

I -— 60.5, ñ t = 42 — 30 = 12, A 2 = 42 — 35 = 7 and /i = 1. 
 

Mode = 60.5 +
 12 x 1 = 61.13 

Hence, the Karl Pearson’s coefficient of skewness Sk 

 

 
61.4 — 61.13 —— 0.153. 

” 1.76 

 

Thus the distribution is positively skewed. 

 Bowley’s Measure of Skewness 

This measure is based on quartiles. For a symmetrical distribution, it is seen that 
Q, and Q are equidistant from median. Thus Q — Mp) — {M — Q,) can be taken as 
an absolute measure of skewness. 

 
A relative measure of skewness, known as Bowley’s coefficient (S$), is given by 

 

 
 

 
 
 
 

611 _ 75 

187 *1877 

2 
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The Bowley’s coefficient for the data on heights given in Table 6.1 is computed  Skewness and 
below. 

 

Height (in inches) No. of persons (/) Cumulative Frequency 

57.5 - 58.5 10 10- 

58.5 - 59.5 18 28 

59.5 - 60.5 30 58 

60.5 - 61.5 42 100 

61.5 - 62.5 35 135 

62.5 - 63.5 28 163 

63.5 - 64.5 16 179 

64.5 - 65.5 8 187 

Computation of Q, : 

 

Since 
N

 = 46.75, the first quartile class is 59.5 — 60.5. Thus q, 

= 59.5, C = 28, /q, = 30 and h — 1. 

Q, = 59.5 + 46.75 — 28 1 = 60.125. 
30 

 
Computation of M (Q2) : 

 

Since 
N

 
2 

= 93.5, the median class is 60.5 — 61.5. Thus 

 

lq — 60.5, C — 58, fg — 42 and h — 1. 

 

M q —- 60.5 + 93.5 — 58 • 1 = 61.345 . 
42 

 
Computation of Q : 

Since 
3N 

= 140.25, the third quartile class is 62.5 — 63.5. Thus 

!q, — 62.5, C — 135, /q, = 28 and h —— 1. 

@ = 62.5 + 140.25 — 
135 

28 
 
 

Hence, Bowley’s coefficient Sp 

 
1 = 6Z688. 
 
 
_ 62.688 — 2 x 61.345 + 60.125 = 0.048 . 

6Z688 — 60.125 

 Kelly’s Measure of Skewness 

Bowley’s measure of skewness is based on the middle 50% of the observations 
because it leaves 25% of the observatifins on each extreme of the distribution. 
As an improvement over Bowley’s measure, Kelly has suggested a measure 
based on P, 0 and, P 9o so that only 10% of the observations on each extreme are 



ignored. 39 
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 Kelly’s coefficient of skewness, denoted by S is giVen by 

 

     ro so)*(    so  io)  
P ‘ 

ro so)+(    so io) 
 

 
 

 

Note that P, o = Md (median). 
The value of Sq, for the data given in Table 6.1, can be computed as given 
below. 

 
Computation of P,o : 

 

Since 
10N _ 10 x 187 = 18.7, } th percentile lies in the class 58.5 — 59.5. Thus 

lp$p - 58.5, C = 10,/p$g -- 18 and h -- 
1. 

.• P y = 58.5 + 18.7 - 10 x 1 = 58.983 
18 

 
Computation of Pg : 

 

Since 
90N _ 90 x 187 

= 168.3, 90th percentile lies in the class 63.5 — 64.5. Thus 

l pg - 63.5 C - 163 /pg - 16 dTld  h  
— 1. 

168.3 - 163 x 1 = 63831 
16 

 

Hence, Kelly’s coefficient 5p 
63.831- 2 x 61.345 + 58.983 = 0.026. 

63.831- 58.983 
 

It may be noted here  that although  the coefficient  Sp, pS     and Sp are not 
comparable, however, in the absence of skewness, each of them will be equal to 

Check Your Progress 1 

1) Compute the Karl Pearson’s coefficient of skewness from the following 

data : 
 

Daily Expenditure (Rs.) : 0-20 20-40 40-60 60-80 80-100 

No. of families : 13 25 27 19 16 
 
 
 
 
 



 
 
 
 

 



2) The following figures relate to the size of capital of 285 companies : 
 

Capital (in Rs. 
lacs.) 

1-5 6-
10 

11-
15 

16-
20 

21-
25 

26-
30 

31-
35 

Total 

No. of companies R 27 B 38 48 S3 70 285 

Compute the Bowley’s and Kelly’s coefficients of skewness and interpret 
the results. 

 

 

 

 
 

 

 
 

3) The following measures were computed for a frequency distribution : 

Mean = 50, coefficient of Variation = 35% and 

Karl Pearson’s Coefficient of Skewness = - 0.25. 

Compute Standard Deviation, Mode and Median of the distribution. 
 

 

 

 
 

 
 
 
 
 

 MOMENTS  

The rth moment about mean of a distribution, denoted by ;i„ is given by 

 
 

 

 
 

(Xj — J J. where r - 0, 1, 2, 3, 4, 
 

Thus, rth moment about mean is the mean of the rth power of deviations of 

observations from their arithmetic mean. In particular, 
 

if r —— 0, we have X,--X 0 =1 

 
 

if r —— 1, we have Pi - 
 

1 

N i-1 

 
(X; - X)= 0, 

 

N i=1 



if r -- 2, we  have   2 - Zâ X‹ ^ 2 , 
 

if r  —  3, we have 3 - $f (X; and so on. 



3 

 In addition to the above, we can define raw moments as moments about any 
arbitrary mean. 

 
Let A denote an arbitrary mean, then rth moment about A is defined as 

 
 

— A)’ , r = 0, 1, 2, 3, ......... 
 

When A — 0, we get various moments about origin. 

Moment Measure of Skewness 

The moment measure of skewness is based on the property that, for a symmetrical 
distribution, all odd ordered central moments are equal to zero. 

 
We note that ;i, = 0, for every distribution, therefore, the lowest order 
moment that can provide an absolute measure of skewness is q3. 

 
Further, a coefficient of skewness, independent of the units of measurement, is 
given by 

 

’3      = * =* i , where Q, and y, are defined as the JrSr beta and fret 

gamma coefficients respectively. Q2 is measure of kurtosis as you will come to 
know in the next Section. 

 
Very often, the skewness is measured in terms of fit' 

skewness is determined by the sign of p3. 

2 
13 , where the sign of 
P2 

Example 6.2: Compute the Moment coefficient of skewness (Q,) from the 
following data. 

 
Marks Obtained : 0-10 10-20 20-30 30-40 40-50 50-60 60-70 
Frequency : 6 12 22 24 16 12 8 

Table for the computations of mean, s.d. and p3. 

 

 
Class 

Intervals 

 
Frequency 

(/) 

 
Mid- 

values (J 

I—35 

10 

   

0 - 10 6 5 —3 —18 54 —162 

10 - 20 12 15 —2 —24 48 —96 

20 - 30 22 25 —1 —22 22 —22 

30 - 40 24 35 0 0 0 0 

40 - 50 16 45 1 16 16 16 

50 - 60 12 55 2 24 48 96 

60 - 70 g 65 3 24 72 216 

Total 100   0 260 48 

Since JJ = 0, the mean of the distribution is 35. 

 
i=1 



N 

1 

The second moment q 2 is equal to the variance (H) and its positive square 

root is equal to standard deviation (w). 

 
 

 

260g 

100 
100 = 260, and 

 

s.d. w = - 16.12. 
 

 
48 

'   ' 100 

 
1000 = 480. 

 
 

 
 

 

Since the sign of p, is positive and Q, is small, the distribution is slightly positively 

skewed. 

 
If the mean of a distribution is not a convenient figure like 35, as in the 

above example, the computation of various central moments may become a 

cumbersome task. Alternatively, we can lust compute raw moments and then 

convert them into central moments by using the equations obtained below. 

 
Conversion of Ram Moments into Central Moments 

 
We can write 

 

 
 

[{X, - A)- j]’ (since Pt 
1 

ZJ (X, - A) -- X - A ) 

 
Expanding the term within brackets by binomial theorem, we get 

 
 

(X, - A)’ —’Ct (X; — A)" \ + C2 (X; — A)'* 2 ,2 

 
 

N Z/ 
,(X, — A)’ - 'C 1 

'N 
1 

Z/ ( 
 

, — A)’ h 
, 2

 

 

From the above, we can write 

 

'N 



In particular, taking r — 2, 3, 4, etc., we get 

,2 (since q¿ = 1) 
 

 



Example 6.3: Compute the first four moments about mean from the 
following 

data. 
Class Intervals . 0 - 10 10 - 20 20 - 30 30 - 40 
Frequency (/) : 1 3 4 2 

 
Table for computations of raw moments (Take A —— 25). 

 

Class Intervals f Mid-Value «=
 —25

 
1
0 

0-10 1 5 -2 -2 4 -8 16 

10-20 3 15 -1 -3 3 -3 3 

20-30 4 25 0 0 0 0 0 

30-40 2 35 1 2 2 2 2 

Total 10   - L 9 - 9 21 

From the above table, we can write 

 

—3 x 10 = — 3, 
10 

 
 

9 x 102 = 90, 
2 10 

 
— 9 x 10' 

= 900 and 
10 

 

21x 10‘ - ziooo 
10 

Moments about Mean 

By definition, 
 

p, =0, 
 

ti 2 = 90 — 9 = 81, 

 
p 3 = — 900 — 3 x 90 x (-3)+ 2 x (-3) = —900 + 810 — 54 = —144 and 

 

p = 21000 — 4 x (—900) x (—3)+ 6 x 90 x (-3)2 — 3 x (—3)‘ 
 

= 21000 — 10800 + 4860 — 243 = 14817. 
 
 

Check Your Progress 2 

1) Calculate the first four moments about mean for the following 



distribution. Also calculate Q, and comment upon the nature of 

skewness. 

 
Marks : 0 - 20 20 - 40 40 - 60 60 - 80 80 - 100 

Frequency : 8 28 35 17 12 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

2) The first three moment of a distribution about the value 3 of a variable are 

2, 10 and 30zespectively. Obtain , p 2, p, and hence 9,. Comment 

upon the nature of skewness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 CONCEPT AND MEASURE OF KURTOSIS  

Kurtosis is another measure of the shape of a distribution. Whereas 

skewness measures the lack of symmetry of the frequency curve of a 

distribution, kurtosis is a measure of the relative peakedness ofits frequency 

curve. Various frequency curves can be divided into three categories depending 

upon the shape oftheir peak. The three shapes are termed as Leptokurtic, 

Mesokurtic and Platykurtic as shown in Fig.3. 

 
 



 
 

Fig.3 



A measure of kurtosis is given by i' 2 , a coefficient given by Karl Pearson. 
P2 

The value of JS, = 3 for a mesokurtic curve. When JS, > 3, the curvg is more 
peaked than the mesokurtic curve and is termed as leptokurtic. Similarly, 
when Q2 < 3, the curve is less peaked than the mesokurtic curve and is 
called as platykurtic curve. 

 
Example 4: The first four central moments of a distribution are 0, 2.5, 0.7 and 

18.75. Examine the skewness and kurtosis of the 

distribution. To examine skewness, we compute }3l . 

= 
0.031 

 
 

Since p, > 0 and Q, is small, the distribution is moderately positively skewed. 
 
 

Kurtosis is given by the coefficient - 

Hence the curve is mesokurtic. 

Pt _ 18.75 = 3.0 . 

(2J ) 2 

Check Your Progress 3 

1) Compute the first four central moments from the following data. Also find 

the two beta coefficients. 

 
Vdue : 5 10 15 20 25 30 35 

Frequency : 8 15 20 32 23 17 5 
 
 
 
 
 
 
 
 
 
 
 

2) The first four moments of a distribution are 1, 4, 10 and 46 

respectively. Compute the moment coefficients of skewness and kurtosis 

and comment upon the nature of the distribution. 

(0.7)2 



  
 LET US SUM UP  

In this Unit you have learned about the measures of skewness and kurtosis. These 
two concepts are used to get an idea about the shape of the kequency curve of 
a distrihution. Skewness is a measure ofthe lack of symmetry whereas kurtosis is a 
measure of the relative peakedness of the top ofa frequency curve. 
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 Unit – 1 Binomial distribution-properties 

Poisson Distributions - properties, Normal Distributions- properties 

 

 
Theoretical Distributions 

 

Theoretical distributions are 

 
1. Binomial distribution 

 
2. Poisson distribution 

 

 
 

Discrete distribution 

 

3. Normal distribution   Continuous distribution 

 
Discrete Probability distribution 

Bernoulli distribution 

A random variable x takes two values 0 and 1, with probabilities q and p ie., 

p(x=1) = p and p(x=0)=q, q-1-p is called a Bernoulli variate and is said to be Bernoulli 

distribution where p and q are probability of success and failure. It was given by Swiss 

mathematician James Bernoulli (1654-1705) 

Example 

 
• Tossing a coin(head or tail) 

 
• Germination of seed(germinate or not) 

 
Binomial distribution 

 
Binomial distribution was discovered by James Bernoulli (1654-1705). Let a 

random experiment be performed repeatedly and the occurrence of an event in a trial be 

called as success and its non-occurrence is failure. Consider a set of n independent trails 

(n being finite), in which the probability p of success in any trail is constant for each trial. 

Then q=1-p is the probability of failure in any trail. 
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The probability of x success and consequently n-x failures in n independent trails. 

But x successes in n trails can occur in ncx ways. Probability for each of these ways is 

pxqn-x. 

P(sss…ff…fsf…f)=p(s)p(s)….p(f)p(f)…. 

 
= p,p…q,q… 

 
= (p,p…p)(q,q…q) 

(x times) (n-x times) 

Hence the probability of x success in n trials is given by 

ncx p
xqn-x 

Definition 

 
A random variable x is said to follow binomial distribution if it assumes non- 

negative values and its probability mass function is given by 

 

P(X=x) =p(x) =  

 
ncx p

xqn-x , x=0,1,2…n 

 
q=1-p 

 
0, otherwise 

 

The two independent constants n and p in the distribution are known as the parameters of 

the distribution. 

Condition for Binomial distribution 

 
We get the binomial distribution under the following experimentation conditions 

 
1. The number of trial n is finite 

 
2. The trials are independent of each other. 
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3. The probability of success p is constant for each trial. 

 
4. Each trial must result in a success or failure. 

 
5. The events are discrete events. 

 
Properties 

 
1. If p and q are equal, the given binomial distribution will be symmetrical. If p 

and q are not equal, the distribution will be skewed distribution. 

2. Mean = E(x) = np 

 
3. Variance =V(x) = npq (mean>variance) 

 
Application 

 
1. Quality control measures and sampling process in industries to classify items 

as defectives or non-defective. 

2. Medical applications such as success or failure, cure or no-cure. 

 
Example 1 

Eight coins are tossed simultaneously. Find the probability of getting atleast six heads. 

Solution 

Here number of trials, n = 8, p denotes the probability of getting a head. 

 

 and 

 
If the random variable X denotes the number of heads, then the probability of a success in 

n trials is given by 

P(X = x) = ncx p
x qn-x , x = 0 , 1, 2, ..., n 
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Probability of getting atleast six heads is given by 

P(x  6) = P(x = 6) + P(x = 7) + P(x = 8) 

 

 

Example 2 Ten coins are tossed simultaneously. Find the probability of getting (i) atleast 

seven heads (ii) exactly seven heads (iii) atmost seven heads 

Solution 

 
p = Probability of getting a head = 2 

 

q = Probability of not getting a head = 

 
The probability of getting x heads throwing 10 coins simultaneously is given by 

P(X = x) = nCx p
x qn-x. , x = 0, 1, 2, ..., n 

 

i) Probability of getting atleast seven heads 

P(x  7) = P (x = 7) + P(x = 8) + P (x = 9) + P (x =10) 
 

 

ii) Probability of getting exactly 7 heads 

 

 

 
iii) Probability of getting almost 7 heads 

P(x  7) = 1 – P(x > 7) 
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= 1 symbol {P(x = 8) + P (x = 9) + P(x = 10)} 
 

 

 

 

 
 

  

 

 

Example 3:20 wrist watches in a box of 100 are defective. If 10 watches are selected at 

random, find the probability that (i) 10 are defective (ii) 10 are good (iii) at least one 

watch is defective (iv) at most 3 are defective. 

Solution 

20 out of 100 wrist watches are defective 

Probability of defective wrist watch, p 

 

 

Since 10 watches are selected at random, n =10 

P(X = x) = nCx p
x qn-x, x = 0, 1, 2, ..., 10 

 

i) Probability of selecting 10 defective watches 

P( x =10) =  

ii) Probability of selecting 10 good watches (i.e. no defective) 

P(x = 0) =  

= 
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iii) Probability of selecting at least one defective watch 

P(x  ) = 1 – P(x < 1) 

= 1 – P(x = 0) 

= 1 −  

=− 

 

iv) Probability of selecting at most 3 defective watches 

P (x £ 3) = P (x = 0) + P(x =1) + P(x = 2) + P(x = 3) 

=   +    +   +  

= 
   

= 1. (0.107) + 10 (0.026) + 45 (0.0062) + 120 (0.0016) 

= 0.859 (approx) 

 
 

Poisson distribution 

The Poisson distribution, named after Simeon Denis Poisson (1781-1840). 

Poisson distribution is a discrete distribution. It describes random events that occurs 

rarely over a unit of time or space. 

It differs from the binomial distribution in the sense that we count the number of 

success and number of failures, while in Poisson distribution, the average number of 

success in given unit of time or space. 

Definition 

 
The probability that exactly x events will occur in a given time is as follows 

P(x) = , x=0,1,2… 

called as probability mass function of Poisson distribution. 
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where λ is the average number of occurrences per unit of time 

 
λ = np 

 
Condition for Poisson distribution 

 
Poisson distribution is the limiting case of binomial distribution under the 

following assumptions. 

1. The number of trials n should be indefinitely large ie., n->∞ 

 
2. The probability of success p for each trial is indefinitely small. 

 
3. np= λ, should be finite where λ is constant. 

 
Properties 

 
1. Poisson distribution is defined by single parameter λ. 

 
2. Mean = λ 

 
3. Variance = λ. Mean and Variance are equal. 

 
Application 

 
1. It is used in quality control statistics to count the number of defects of an item. 

 
2. In biology, to count the number of bacteria. 

 
3. In determining the number of deaths in a district in a given period, by rare 

disease. 

4. The number of error per page in typed material. 

 
5. The number of plants infected with a particular disease in a plot of field. 

 
6. Number of weeds in particular species in different plots of a field. 
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Example 4: Suppose on an average 1 house in 1000 in a certain district has a fire during 

a year. If there are 2000 houses in that district, what is the probability that exactly 5 

houses will have a fire during the year? [given that e-2 = 0.13534] 

Solution: 

 
Mean, = np , n = 2000 and p = 

 
 

 
 

=2 

The Poisson distribution is 
 

 

 

= 0.036 

 
Example 5 

If 2% of electric bulbs manufactured by a certain company are defective. Find the 

probability that in a sample of 200 bulbs i) less than 2 bulbs ii) more than 3 bulbs are 

defective.[e-4 = 0.0183] 

Solution 

The probability of a defective bulb  
 

Given that n = 200 since p is small and n is large 

We use the Poisson distribution 

mean, m = np = 200  0.02 = 4 

Now, Poisson Probability function,  

i) Probability of less than 2 bulbs are defective 
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= P(X<2) 

= P(x = 0) + P(x = 1) 

= e- 4 + e- 4 (4) 

= e- 4 (1 + 4) = 0.0183  5 

= 0.0915 

ii) Probability of getting more than 3 defective bulbs 

P(x > 3) = 1− P(x  3) 

= 1− {P(x = 0) + P(x =1) + P(x=2) + P(x=3)} 
 

= 1− {0.0183  (1 + 4 + 8 + 10.67)} 

= 0.567 

Normal distribution 

 
Continuous Probability distribution is normal distribution. It is also known as 

error law or Normal law or Laplacian law or Gaussian distribution. Many of the sampling 

distribution like student-t, f distribution and χ2 distribution. 

Definition 

 
A continuous random variable x is said to be a normal distribution with 

parameters µ and σ2, if the density function is given by the probability law 

 

 

 

f(x)= ; - < x < , - <  < ,  >0 
 

 

Note 

The mean m and standard deviation s are called the parameters of Normal distribution. 

The normal distribution is expressed by X ~ N(m, s2) 

Condition of Normal Distribution 

i) Normal distribution is a limiting form of the binomial distribution under the following 

conditions. 
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a) n, the number of trials is indefinitely large ie., nà¥ and 

b) Neither p nor q is very small. 

ii) Normal distribution can also be obtained as a limiting form of Poisson distribution 

with parameter mà¥ 

iii) Constants of normal distribution are mean = m, variation =s2, Standard deviation = s. 

 

Normal probability curve 

The curve representing the normal distribution is called the normal probability curve. The 

curve is symmetrical about the mean (m), bell-shaped and the two tails on the right and 

left sides of the mean extends to the infinity. The shape of the curve is shown in the 

following figure. 

 

 

 

 
- ¥ x = m ¥ 

 
 

Properties of normal distribution 

1. The normal curve is bell shaped and is symmetric at x = m. 

2. Mean, median, and mode of the distribution are coincide 

i.e., Mean = Median = Mode = m 

3. It has only one mode at x = m (i.e., unimodal) 

4. The points of inflection are at x = m ± s 

 
5. The maximum ordinate occurs at x = m and its value is = 

 

6. Area Property P(m - s < ´ < m + s) = 0.6826 

P(m - 2s < ´ < m + 2s) = 0.9544 

P(m - 3s < ´ < m + 3s) = 0.9973 

 

 

Standard Normal distribution 
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Let X be random variable which follows normal distribution with mean m and 

variance  s2  .The  standard  normal  variate  is  defined  as which follows 

standard normal distribution with mean 0 and standard deviation 1 i.e., Z ~ N(0,1). The 

 

standard normal distribution is given by ; -¥ < z< ¥ 

 

The advantage of the above function is that it doesn’t contain any parameter. This 

enables us to compute the area under the normal probability curve. 

 

Note 

Property of  
 

1. 
 

2. 
 

Example 6: In a normal distribution whose mean is 12 and standard deviation is 2. Find 

the probability for the interval from x = 9.6 to x = 13.8 

Solution 

 
Given that Z~ N (12, 4) 

 

= P(-1.2 ≤ Z ≤ 0)+P(0 ≤ Z ≤ 0.9) 

= P(0≤ Z ≤ 1.2)+P(0 ≤ Z ≤ 0.9) [by using symmetric property] 

=0.3849 +0.3159 

=0.7008 

When it is converted to percentage (ie) 70% of the observations are covered between 9.6 

to 13.8. 
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Example 7: For a normal distribution whose mean is 2 and standard deviation 3. Find the 

value of the variate such that the probability of the variate from the mean to the value is 

0.4115 

Solution: 

 
Given that Z~ N (2, 9) 

To find X1: 

We have P (2 ≤ Z ≤X1) =0.4115 
 

 
P (0 ≤ Z ≤ Z1) =0.4115 where 

 

[From the normal table where 0.4115 lies is rthe value of Z1] 

Form the normal table we have Z1=1.35 

 
 

3(1.35)+2=X1 

=X1=6.05 

(i.e) 41 % of the observation converged between 2 and 6.05 

Questions 

 
1. For a Poisson distribution 

(a) mean > variance (b) mean = variance 

(c) mean < variance (d) mean < variance 

Ans: mean = variance 

 
2. In normal distribution, skewness is 

(a) one (b) zero 

(c) greater than one (d) less than one 

Ans: zero 
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3. Poisson distribution is a distribution for rare events 
 

Ans: True 
 

4. The total area under normal probability curve is one. 
 

Ans: True 
 

5. Poisson distribution is for continuous variable. 
 

Ans: False 
 

6. In a symmetrical curve mean, median and mode will coincide. 
 

Ans: True 
 

7. Give any two examples of Poisson distribution 

 
8. The variance of a Poisson distribution is 0.5. Find P(x = 3). 

[e- 0.5 = 0.6065] 

 
9. The customer accounts of a certain departmental store have an average balance of 

Rs.1200 and a standard deviation of Rs.400. Assuming that the account balances are 

normally distributed. (i) what percentage of the accounts is over Rs.1500? (ii) What 

percentage of the accounts is between Rs.1000 and Rs.1500? iii) What percentage of the 

accounts is below Rs.1500? 

10. State the Properties of normal distribution 



« -_  . - ” n. 

•'- « 
- 
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                                         Curve fitting

 
 

 

PRINCIPLE OF LEAST SQUARES 

The graphical method has the drawback in that the straight line drawn may not 

be unique but principle of least squares provides a unique set of values to the 

constants and hence suggests a curve of best fit to the given data. The method of 

least square is probably the most systematic procedure to fit a unique curve through 

the given data points. 
 

vi, u• •vI, m„ 

We will consider some of the best fitting curves of the type: 

1. A straight line. 

2. A second degree curve. 

3. The exponential curve y = aeb X . 

4. The curve y = ax Tt . 

 
 

1. Fitting a straight line by the method of least squares: 

Let (x;, y;), i = 0,1,2, ... . , n be the n sets of observations and let the  related 

relation by y = ax + b. Now we have to select a and b so that the straight line is the 

best fit to the data. 

As explained earlier, the residual at z = z, is 
 

d=y;—/(ij=y (Ai;+b/ l,2.:pl 
 

By the prlnciple of least squares, E 1 minlmum. 
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bE 

dn 

 

 

= 0  

and 

 

 

 

dE 

db 
= 0 

 

 

i.e., 2 [y, — (no, + b)] (—x;)  = 0 & 2 [y; — (as, + b)] (—1) = 0 
 

i.e., _ 1 ( x;y; — ax  2 — bx;) 0 &  n (y; — u X ; — b) = 0 

i. e., ° Z‹-1  

And n Jn ,  x; + nb 1 y; ................................... (eq.2) 

Since, x;, y; are known, equations (1) & (2) give two equations in a & b. Solve for a 

& b from (1) & (2) & obtain the best fit y= ax b. 

Note: 

• Equations (1) & (2) are called normal equations. 

• Dropping suffix i from (1) & (2), the normal equations are 

a x -I- /tb = :r ^ ° Z= 2 

Which are get taking on both sides of y = ax + b & also taking on both sides 

after multiplying by x both sides of y = ax + b. 

 

• Transformation like I   =   , Y  —-   
h   

reduce  the linear equation  y = ax + b to 

the form Y = AX + B. Hence, a linear fit is another linear fit in both systems of 

coordinates. 

Example 1: 

By the method of least squares find the straight line to the data given below: 
 

x 5 10 15 20 25 

y 16 19 23 26 30 

Solution: 

Let the straight line be y—ax+b 

The normal equations are n Z x + 5b —— y 

°  Z=' + b Z= —— Z›y 

 

 

 
. . . . (eq.1) 

 
.... (eq.2) 

 

To calculate Z› . Z ›'.  Z y , zy we form below the table. 
 

 
 



 

 
 

 

 

   2 xy 

5 16  80 

10 19 100 190 

15 23 225 345 

20 26 400 520 

25 30 625 750 

Total 75 114 1375 1885 
 

The normal equations are 75a+5b=114 

1375a+75b=1885 

Eliminate b, multiply (1) by 15 

1125a+75b=1710 

..... (eq.1) 

..... (eq.2) 

 

 
.. ... (eq.3) 

(eq.2) — (eq.3) gives, 250 a=175 or a=0.7, hence b= 19 2 

Hence, the best fitting line is y=0.7x+12.3 

Let I = 
h 5 h 5 

Let the line in the new variable by Y=AX+B 
 

 x y X y 2 Y XY 

5 16 -2 4 -1.4 2.8 

10 19 -1 1 -0.8 0.8 

15 23 0 0 0 0 

20 26 1 1 0.6 0.6 

25 30 2 4 1.4 2.8 

Total   0 10 -0.2 7 

The normal equations are A f  X + 5B —— Y .............................. (eq.4) 

fi N 2 == XY .....................(eq.5) 

Therefore,  -5B —  —0.2 B —— —0.04 

10A —— 7 —› A —— 0.7 

The equations Y—0.7X - 0.04 
 

i.e. ” 0.7 ( !  
S
) 0.04 —› y — 23 0.7z — 10.5 — U.2 

5 

i.e. y=0.7x+33.3 

Which is the same equation as seen before. 
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Example 2: 

Fit a straight line to the data given below. Also estimate the value of y at x=2.5 
 

x 0 1 2 3 4 

y 1 1.8 3.3 4.5 6.3 
 

Solution: 

Let the best fit be y= ax + b 

The normal equations are n x + 5b 
 

We prepare the table for easy use. 

 
 

. . .. (eq.1) 

.. ... (eq.2) 

. . . (eq.3) 

 

 
 

 
 

 
p2  

 

0 1 0 0 

1 1.8 1 1.8 

2 3.3 4 6.6 

3 4.5 9 13.5 

4 6.3 16 25.2 

Total 10 16.9 30 47.1 

Substituting in (eq.2) and (eq.3), we get, 

10a+5b=l6.9 

30a+10b=47.1 

Solving eq.(2)-eq.(1), we get, a=1.33, b= 0.72 

Hence, the equation is y =1.33x+0.72 

y (at x=2.5) =1.33 (2.5) +0.72 — 4.045 
 

Example 3: 

By proper transformation, convert the relation y=a + bxy to a linear form & find the 

equation to fit the data. 
 

x —4 1 2 3 
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Solution: 

Let X=xy, 

 

II
 



 

 

The equation becomes y—a+bX. 

The normal equations are a A + b J 2 by 

4o + b jj X —— }j y 

 
 
 
 
 

. . .. (eq.1) 

..... (eq.2) 
 

And 
 

 x y X A2 Xy 

-4 4 -16 256 -64 

1 6 6 36 36 

2 10 20 400 200 

3 8 24 576 192 

Total  28 34 1268 364 

Substituting in (eq.2) and (eq.3), we get, 

34a+l268b=364 

4a+34b=28 

Solving, we get, a=5.90605, b= 0.12870 

Therefore, the equation is y =5.90605 + 0.12870X 

i.e. y= 5.90605 + 0.12870Xy 

Using this equation we get y(1-0.12870x)=5.90605 

i.e., 
_  5.90605  

y - —012870a 

We tabulate the value to verify: 
 

X -4 1 2 3 

y 3.89890 6.77843 7.95320 9.61054 

Note: if we take 1 —
1    

we get 
 

v ax + b. Taking this as linear, we get 

a 10.5, b=-0.13 

That is y—10.5-0.13xy 
 

i.e. _       1 o.5  

y  — 1s 0.l3z 
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x -4 1 2 3 

y 21.875 92.9203 8.33333 7.55396 
 

The values of y are far away from the given values. Perhaps, the selection of the form 

is not correct. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



 

 
 

                                                                     Hypothesis Testing 

 
In this chapter we will learn …. 

 
 To use an inferential method called a hypothesis test 

 To analyze evidence that data provide 

 To make decisions based on data 

Major Methods for Making Statistical Inferences about a Population 

 The traditional Method 

 The p-value Method 

 Confidence Interval 



 

Section 8-1: Steps in Hypothesis Testing – Traditional Method 

 
The main goal in many research studies is to check whether the data collected support certain statements or 
predictions. 

 
Statistical Hypothesis – a conjecture about a population parameter. This conjecture may or may not be 
true. 

 
Example: The mean income for a resident of Denver is equal to the mean income for a resident of Seattle. 

 
 Population parameter is mean income 
 One population consists of residents of Denver while the other consists of residents of Seattle. 



   

There are two types of statistical hypotheses: 
 

Null Hypothesis (H0) – a statistical hypothesis that states that there is no difference between a parameter and a 
specific value, or that there is no difference between two parameters. 

 
Alternative Hypothesis (H1) – a statistical hypothesis that states the existence of a difference between a 
parameter and a specific value, or states that there is a difference between two parameters. 

 
Can you formulate a null and alternative hypothesis for the income example? 
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We tend to want to reject the null hypothesis so we assume it is true and look for enough evidence to conclude it 
is incorrect. 

 
We tend to want to accept the alternative hypothesis. If the null hypothesis is rejected then we must accept that 
the alternative hypothesis is true. 

 
Note: H0 will ALWAYS have an equal sign (and possibly a less than or greater than symbol, depending on the 
alternative hypothesis). The alternative hypothesis has a range of values that are alternatives to the one in H0. 

The null and alternative hypotheses are stated together. The following 
are typical hypothesis for means, where k is a specified number. 
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k 
 
 
 

Note: Right-tailed and left-tailed tests are distinguished by the way the greater than or less than points. It is 
the direction where are alterative places the true mean. 
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Examples: State the H0 and H1 for each case. 

A researcher thinks that if expectant mothers use vitamins, the birth weight of the babies will increase. The average 
birth weight of the population is 8.6 pounds. 

 
H0:  = 8.6 H1:  > 8.6 

 
An engineer hypothesizes that the mean number of defects can be decreased in a manufacturing process of 
compact disks by using robots instead of humans for certain tasks. The mean number of defective disks per 1000 
is 18. 

 
H0  : H1 : 
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A psychologist feels that playing soft music during a test will change the results of the test. The psychologist 
is not sure whether the grades will be higher or lower. In the past, the mean of the 
scores was 73. 

 
H0  : H1 : 

 
 

When a researcher conducts a study, he or she is generally looking for evidence to support a claim of 
some type of difference. In this case, the claim should be stated as the alternative 
hypothesis. Because of this, the alternative hypothesis is sometimes called the research 
hypothesis. 
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Keywords help to indicate what the null and/or alternative hypotheses should be. 
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After stating the hypotheses, the researcher designs the study. 
 

 Select the correct statistical test 

 Choose an appropriate level of significance 

 Formulate a plan for conducting the study 
 
 

Statistical Test – uses the data obtained from a sample to make a decision about whether the null hypothesis 
should be rejected. 

 
Test Value (test statistic) – the numerical value obtained from a statistical test. 
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When we make a conclusion from a statistical test there are two types of errors that we could make. They are 
called: Type I and Type II Errors 

Type I error – reject H0 when H0 is true. 

Type II error – do not reject H0 when H0 is false. 

Results of a statistical test: 
 

 
 

H0 is True H0 is False 

Reject H0 
Type I Error Correct 

Decision 

Do not Reject H0 Correct 

Decision 

Type II Error 
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Example: Decision Errors in a Legal Trial . What are H0 and H1? 

 

H0: Defendant is innocent. 

H1: Defendant is not innocent, i.e., guilty 



   

If you are the defendant, which is the worse error? Why? 
 

 The decision of the jury does not prove that the defendant did or did not commit the crime. 

 The decision is based on the evidence presented. 

 If the evidence is strong enough the defendant will be convicted in most cases, if it is weak the 
defendant will be acquitted. 

 So the decision to reject the null hypothesis does not prove anything. 
 

 The question is how large of a difference is enough to say we have enough evidence to reject the null 
hypothesis? 



   

Significance level - is the maximum probability of committing a Type I error. This probability is 
symbolized by . 

P(Type I error| H0  is true)   

Critical or Rejection Region – the range of values for the test value that indicate a significant difference and 
that the null hypothesis should be rejected. 

 
Non-critical or Non-rejection Region – the range of values for the test value that indicates that the difference was 
probably due to chance and that the null hypothesis should not be rejected. 



   

Critical Value (CV) – separates the critical region from the non-critical region, i.e., when we should reject H0 from 
when we should not reject H0. 

 
 The location of the critical value depends on the inequality sign of the alternative hypothesis. 

 
 Depending on the distribution of the test value, you will use different tables to find the critical 

value. 



   

One-tailed test – indicates that the null hypothesis 
should be rejected when the test value is in the critical 
region on one side. 

 
 Left-tailed test – when the critical region is 

on the left side of the distribution of the test 
value. 

 
 Right-tailed test – when the critical region is 

on the right side of the distribution of the test 
value. 

 
Two-tailed test – the null hypothesis should be rejected 
when the test value is in either of two critical regions on 
either side of the distribution of the test value. 



   

To obtain the critical value, the researcher must choose the significance level, , and know the distribution of the 
test value. 

 
 The distribution of the test value indicates the shape of the distribution curve for the test value. This will 

have a shape that we know (like the standard normal or t distribution). 
 Let’s assume that the test value has a standard normal distribution. 
 We should use Table E (the standard normal table) or Table F (using the bottom row of the t distribution, 

which is equivalent to a standard normal distribution) to find the critical value. 



   

Finding the Critical Values for Specific α Values, Using Table E 

 
Step 1: Draw a figure for the distribution of the test values and indicate the appropriate area for the 
rejection region. 

 
 If the test is left-tailed, the critical region, with area equal to α, will be on the left side of the distribution 

curve. 
 If the test is right-tailed, the critical region, with area equal to α, will be on the right side of the 

distribution curve. 
 If the test is two-tailed, α must be divided by 2; the critical regions will be in each end of the distribution 

curve - half the area in the left part of the distribution and half of the area in the right part of the 
distribution. 



   

Step 2: 
 

 For a left-tailed test, use the z value that corresponds to the area equivalent to in Table E, i.e.,  z1  , the  

percentile of the distribution. 

 For a right-tailed test, use the z value that corresponds to the area equivalent to 1  in Table E, i.e., 
z , the 1  percentile of the distribution. 

 For a two-tailed test, use the z value that corresponds to 

 /2 for the left lower CV. It will be negative. Change the 

sign to positive and you will get the critical value for the right side. 



   

 
 
 
 

Example: Find the critical value(s) for each situation and draw the appropriate figure, showing the critical region. 
 

Left-tailed test with α = 0.005 
 
 
 
 

0.005 

Looking up 0.005 in the Z table We have Z = -2.575. 

 
 
 
 
 

-4 -2 0 2 4 
 

Z 
 

Right-tailed test with α = 0.01 
 
 
 
 
 
 
 
 
 
 

P
(Z

) 

0
.0

 
0
.1

 
0
.2

 
0
.3

 
0
.4

 
0
.3

 
0
.4

 



  
 

 
-4 -2 0 2 4 

 
Z 

P
(Z

) 

0
.0

 
0
.1

 
0
.2

 



   

 
 
 
 

Two-tailed test with α = 0.1 
 
 
 
 
 
 
 
 
 

 
 

-4 -2 0 2 4 
 

Z 
 
 
 
 
 

Left-tailed test with α = 0.2 
 
 
 
 
 
 
 

P
(Z

) 

0
.3

 
0
.4

 
0
.0

 
0
.1

 
0
.2

 
0
.3

 
0
.4

 



   

 
 

 
 

-4 -2 0 2 4 
 

Z 

P
(Z

) 

0
.0

 
0
.1

 
0
.2

 



   

 
 
 
 

Right-tailed test with α = 0.15 
 
 
 
 
 
 
 
 
 

 
 

-4 -2 0 2 4 
 

Z 
 
 

Two-tailed test with α = 0.09 
 
 
 
 
 
 
 
 
 
 

P
(Z

) 

0
.3

 
0
.4

 
0
.0

 
0
.1

 
0
.2

 
0
.3

 
0
.4

 



   

 
 
 
 
 

-4 -2 0 2 4 
 

Z 

P
(Z

) 

0
.0

 
0
.1

 
0
.2

 



 

 

Hypothesis Test Procedure (Traditional Method) 

 
Step 1 State the hypotheses and identify the claim. 

 
Step 2 Find the critical value(s) from the appropriate table. Step 3 Compute the test value. 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 

Step 5 Summarize the results. 



 

 

Section 8-2: z Test for a Mean 

 
MOTIVATING SCENARIO: It has been reported that the average credit card debt for college seniors is $3262. 

 
The student senate at a large university feels that their seniors have a debt much less than this, so it conducts a 
study of 50 randomly selected seniors and finds that the average debt is $2995, and the population standard 
deviation is $1100. 

 
Can we support the student senate’s claim using the data collected? 



 

How….the z Test for a Mean 
 

A statistical test uses the data obtained from a sample to make a decision about whether the null hypothesis should 
be rejected. 

 

The numerical value obtained from a statistical test is called the 

test value. 

 
 

You will notice that our statistical tests will resemble the general formula for a z-score: 
 

Test Value = observed value – expected value 

standard error 



 

 
n 

The z test for Means 
 

The z test is a statistical test for the mean of a population. It can be used when n ≥ 30, or when the population is 
normally distributed and σ is known. 

The formula for the z-test is: z  
X   

, where 
 

X  

  
 

We use our standard normal distribution…our z table! 



 

Hypothesis Test Procedure (Traditional Method) Step 1 State the hypotheses and identify the 

claim. 

Step 2 Find the critical value(s) from the appropriate table. 
 

Step 3 Compute the test value. 
 

Step 4 Make the decision to reject or not reject the null hypothesis. 

 
Step 5 Summarize the results. 



 

Example: It has been reported that the average credit card debt for college seniors is $3262. The student senate 
at a large university feels that their seniors have a debt much less than this, so it conducts a study of 50 randomly 
selected seniors and finds that the average debt is $2995, and the population standard deviation is $1100. Let’s 
conduct the test based on a Type I error of =0.05. 

Step 1 State the hypotheses and identify the claim. H0: =$3262 H1: <$3262 

 
 
 

CLAIM 



 

 
 
 
 

Step 2 Find the critical value(s) from the appropriate table. 

Left-tailed test, =0.05  Z will be negative and have probability 
0.05 underneath it 

 
 
 
 
 
 

0.05 
 
 
 
 
 
 
 
 
 
 
 
 
 

-4 -2 0 2 4 
 

Z 

P
(Z

) 

0
.0

 
0

.1
 

0
.2

 
0

.3
 

0
.4

 



 

 

Z = -1.645 or Z = -1.65 



 

Step 3 Compute the test value. 
 
  

 X   

z   
 
2995  3262 

1100 

 -1.716341 

 

  
 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 

Since this is a left-tailed test, our rejection region consists of values of Z that are smaller than our critical 
value of Z = - 1.645. 

 
Since our test value (-1.716341) is less than our critical value (-1.645), we reject the null hypothesis. 

50 n 



 

Step 5 Summarize the results. 
 

We have evidence to support the student senate claim that the university’s seniors have credit card debt that is 
less than the reported average debt. 

 
This is based on a Type I error rate of 0.05. This means we falsely make the claim above 5% of the time. 



 

Example: The medical Rehabilitation Education Foundation reports that the average cost of rehabilitation for 
stroke victims is $24,672. 

 
To see if the average cost of rehab is different at a particular hospital, a researcher selects a random sample of 35 
stroke victims at the hospital and finds the average cost of their rehab is 

$25,250. The standard deviation of the population is $3251. 

 
At α = 0.01, can it be concluded that the average cost of stroke rehabilitation at a particular hospital is different 
from $24,672? 



 

Step 1 State the hypotheses and identify the claim. 
 
 
 
 

Step 2 Find the critical value(s) from the appropriate table. 
 
 
 

Step 3 Compute the test value. 



 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 
 
 
 

Step 5 Summarize the results. 



 

IMPORTANT NOTE: 
 
 

When the null hypothesis is not rejected, we do not accept it as true. There is merely not enough evidence to say 
that it is false. 

 
Consider the jury trial analogy. We don’t find people innocent, only guilty or not 
guilty. If someone is found not guilty, it does not mean that they were proved innocent; it only means that there 
is not enough evidence to reach a guilty verdict. 

 
We conclude the alternative hypothesis (when we reject the null) because the data clearly support that conclusion. 

 
See the following slide for ways of describing your results. 



 

 

 
 
 

See page 415 to help you remember what you can say in summarizing the results based on where the claim is (H0 
or H1) and whether you rejected H0 or not. 



 

P-Value Method for Hypothesis Testing 
 

We often test hypotheses at common levels of significance (α = 0.05, or 0.01). Recall that the choice of alpha 
depends on the seriousness of the Type I error. There is another approach that utilizes a P-value. 

 
 

The P-Value (or probability value) is the probability of getting a sample statistic (such as the mean) or a more 
extreme sample statistic in the direction of the alternative hypothesis when the null hypothesis is true. 

 
The P-value is the actual area under the standard normal distribution curve of the test value or a more 
extreme value (further in the tail). 



 

 

A General Rule for Finding P-values using the Z 

distribution or the t distribution: 

 
Suppose that z * is the test statistic of a z test and t * is the test statistic of a t test 

 
Left-tailed test: p-value  P(Z  z*) or p-value  P(T  t*) 
(depending on whether we are doing a z test or a t test). 

 
Right-tailed test: p-value  P(Z  z*) or p-value  P(T  t*) 
(depending on whether we are doing a z test or a t test). 

 
Two-tailed test: p-value  2P(Z  z *) or p-value  2P(T  t *) 

(depending on whether we are doing a z test or a t test). 



 

 
 
 
 

The smaller the P-value, the stronger the evidence is against H0. We use Table E to find P-Values that use a z Test. 

 

Left tailed Right tailed Two 
tailed 

 

   
 

-4 -
2 

0 2 4 -4 -
2 

0 2 4 -4 -
2 

0 2 4 

  Z     Z     Z   

P
(Z
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0
.0

 
0
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0
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0
.3

 
0
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P
(Z
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0
.0

 
0
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0
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0
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0
.4

 

P
(Z
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0
.0

 
0
.1

 
0
.2

 
0
.3

 
0
.4

 



 

Examples: 
 

Suppose you have a left-tailed test and find the area in the tail to be 0.0489. What is the P-value? Would you reject 
this at α = 
0.05? α = 0.01? 

 
 

Suppose you have a two-tailed test and find the area in one tail to be 0.0084. What is the P-value? Would you 
reject this at α = 0.05? α = 0.01? 



 

P-Value 
 

If p-value is ≤ α then we  . 

If p-value is > α then we   . 

Let’s reconsider the hypothesis tests we did earlier and find the corresponding P-values. 



 

Example: It has been reported that the average credit card debt for college seniors is $3262. The student senate 
at a large university feels that their seniors have a debt much less than this, so it conducts a study of 50 randomly 
selected seniors and finds that the average debt is $2995, and the population standard deviation is $1100. Let’s 
conduct the test based on a Type I error of =0.05. 

 
Step 3 Compute the test value and find the P-value. Z= -1.72 

 
Step 4 and Step 5 
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Example: The medical Rehabilitation Education Foundation reports that the average cost of rehabilitation for stroke 
victims is $24,672. To see is the average cost of rehab is different at a particular hospital, a researcher selects a 
random sample of 35 stroke victims at the hospital and find the average cost of their rehab is $25250. The standard 
deviation of the population is $3251. At α = 0.01, can it be concluded that the average cost of stroke rehabilitation 
at a particular hospital is different from $24,672? 

 
Step 3 Compute the test value and find the P-value. Z = 1.05 

 

Step 4 and Step 5 



 

                                                                             t Test for a Mean 

When a population is normally or approximately normally distributed, but the population standard deviation is 
unknown, the z test is inappropriate for testing hypotheses involving means. Instead we will use the t test 
when is unknown and the distribution of the variable is approximately normal. 

 
 

 



 

s 

The one-sample t test is a statistical test for the mean of a population and is used when the population is 
normally or approximately normally distributed and σ is unknown. 

 
The formula for the test value of the one-sample t test is: 

 

t  
X   

n 

 
d.f. = n-1 

 

 

Recall from Chapter 7 that the t 
distribution is a family of curves 

and requires us to know the 
degrees of freedom in order to 
find the appropriate t value. 



 

Finding Critical Values Using Table F 
 

• Determine if the test is one-tailed or two tailed. 

• Determine the degrees of freedom 

• Find the significance level by looking in the appropriate row for the number of tails and down the 
column with the degrees of freedom. 

• If the degrees of freedom is not in the table, always round DOWN to the nearest table value (this is a 
conservative approach). 

• If the test is a left-tailed test, then the critical value is the NEGATIVE of the value given in the table. 



 

Example: Find the critical t value for   0.01 with sample size of 13 for a left-tailed test. 
 

 Left tailed means the critical t value will be negative 

 n=13 means the degrees of freedom are n-1 = 12 

 The critical value is -2.681 
 



 

Example: Find the critical t value for   0.05 with sample size of 21 for a right-tailed test. 
 
 
 
 
 

Example: Find the critical t value for   0.10 with sample size of 59 for a two-tailed test. 



 

Finding P-Values Using Table F 
 

To find a p-value: 
 

• Draw a picture of the area we’re trying to find. 

• Find row corresponding to df  n 1. 

• Find the 2 values in the row that the value of the test statistic falls between. 

• Find the α’s that corresponds to these values 

• The α’s are the values that the p-value falls between 



 

You can calculate the exact p-value using your calculator: 
 

• 2nd -> VARS (DISTR) 

• tcdf(lowerbound, upperbound, df) 
o lowerbound corresponds to the value on the left that you are computing probability in between 

o upperbound corresponds to the value on the right that you are computing probability in between 

o use EE99 for  

o use –EE99 for -  

• You will need to multiply by 2 if you are performing a two- tailed test. 



 

Example: Let n  29 and your test value be t  2.21. Find the p- value for a right-tailed 
hypothesis test. Find the p-value for a left-tailed test. Find the p-value for a two-tailed hypothesis 
test. 

 

Degrees of freedom = 29 – 1 = 28 



 

 

 



 

 

Right-tailed p-value 

 is between 0.025 and 0.01 based on the table 

 is 0.018 based on the calculator 

Left-tailed p-value 

 is between 0.975 and 0.99 based on the table 

 is 0.982 based on the calculator 

 

Two-tailed p-value 

 is between 0.05 and 0.02 based on the table 

 is 0.035 based on the calculator 



 

 
   

 
 

Right tailed Left tailed Two-tailed 



 

Example: Let n  11 and your test value be t  1.35. Find the p- value for 
a left-tailed hypothesis test. Find the p-value for a right- tailed hypothesis test. Find the p-value for 
a two-tailed hypothesis test. 



 

Example: We wish to check that normal body temperature may be less than 98.6 degrees. In a random sample of n 
 18 individuals, the sample mean was found to be 98.217 and the standard deviation was .684. Assume the 

population is normally distributed. Use   0.05. 
 

Step 1 State the hypotheses and identify the claim. 
 

H0: =98.6 

H1: <98.6  CLAIM 

 
Step 2 Find the critical value(s) from the appropriate table. Left tailed,   0.05, df=18-1=17  t critical 

value = 1.740 Step 3 Compute the test value and determine the P-value. 



 

 

t  
98.217  98.6 

0.684 

 
 -2.375631  2.38 

 
 

 
Left tailed 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

p-value is between 0.01 and 0.025 
 

p-value = 0.0146 
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Step 4 Make the decision to reject or not reject the null hypothesis. 

 
Since our p-value is less than our  = 0.05, we reject the null hypothesis. 

 
The same conclusion is reached by looking at the critical value. Our test value is smaller than the critical value of 
-1.74. 

 
 

You only need to do it one way. The decision will always match. 
 

Step 5 Summarize the results. 
 

We have enough evidence to support the claim that average body temperature is less than 98.6 degrees. 



 

Example:  A certain company would like to determine the amount of time employees waste at work each 
day. A random sample of 10 of its employees shows a mean time of 121.80 minutes wasted per day 
with a standard deviation of 9.45 minutes per day. Does the data 
provide evidence that the mean amount of time wasted by employees each day is more than 120 minutes? Test 
at α=.05. Assume the population is at least approximately normally distributed. 

 
Let μ = mean daily wasted time for employees of this company. 



 

Step 1 State the hypotheses and identify the claim. 
 
 
 

Step 2 Find the critical value(s) from the appropriate table. 
 
 
 

Step 3 Compute the test value and determine the P-value. 



 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 
 
 
 
 

Step 5 Summarize the results. 



 

Suppose the previous test were two-tailed instead of one-tailed. What would the critical values/regions be? 

 

What would the p-value for the test be? 
 
 

What would our decision be? 



 

 

z-Test for a Proportion 

 
A hypothesis test involving proportions can be considered as a binomial experiment when there are only two outcomes and 
the probability of success does not change from trial to trial. 

However, when both np̂ and nq̂ are each greater than or equal to 5, the Central Limit Theorem kicks in and a 
normal distribution can be used to describe the distribution of the sample proportions. 



 

 pq 

n 

Recall: When the central limit theorem applies to data from a 

binomial distribution, then p̂ can be well approximated by a 

normal distribution with mean p and standard deviation pq / n, i.e., 

 
 
 

p̂  is approximately Normal with mean =p and standard error = 
.
 

 
 

When performing our hypothesis test, we will make an assumption about the value of p in our null 
hypothesis, e.g., 

 

H0  : p  k 

 
 

where k is some fixed value. We can use this to determine to perform a hypothesis 
test for p. 



 

pq 

n 

Formula for the z-Test for Proportions 
 

Test value: z  
p̂  p 

 
 
 
 
 
 

p̂  
 
 

p = q 

= n = 



 

Since this is a z test we can use Table E to find critical values and p-values. However, it is easier to find critical 
values using Table F using the row with degrees of freedom row ∞. 

 

 

Pick appropriate tail and 
 

 

 
 
 

 

 



 

The p-values can be found according to the following procedure. If z * is the test value of our test then: 
 

Left-tailed test: p-value  P(Z  z*) 
 
 
 

Right-tailed test: p-value   P(Z  z*) 
 
 
 
 
 
 
 
 
 

Two-tailed test: p-value  2P(Z  z *) 



 

Example: An educator estimates that the dropout rate for seniors at high schools in Colorado is 12%.
 Last year in a random 
sample of 300 Colorado seniors, 27 withdrew from school. At α = 0.05, is there enough evidence to reject 
the 
educator’s claim? 

Step 1 State the hypotheses and identify the claim. H0: p = 0.12 H1: p  0.12 

 
CLAIM 

 
Step 2 Find the critical value(s) from the appropriate table. 

Two-tailed, =0.05 ……….. critical value is Z =  1.96 

(peak back at slide 333) 



 

pq 

n 

Step 3 Compute the test value and determine the P-value. 

z   
p̂  p  

 27 
 0.12 

300 

0.12(1  0.12) 

300 

 
-0.03 

0.01876166 

 -1.60 

 
 
 

p-value = 2*(0.0548) 

=0.1096 



 

Step 4 Make the decision to reject or not reject the null hypothesis. 

Noting that our p-value is larger than our Type I error rate of 0.05, we fail to reject the null hypothesis. 

You come to the same decision by noting that our test value of - 

1.60 falls with the non-critical region of -1.96 to 1.96. 

Step 5 Summarize the results. 

We do not have sufficient evidence to reject the claim that the dropout rate for seniors at high schools in 
Colorado is 12%. 

 

Check check! Were np̂ and nq̂ both greater than or equal to 5? 



 

Let’s generate some questions about Math 2830 students that would allow us to test a hypothesis concerning 
proportions using our class as the sample. 

 
1. 

 

2. 
 

3. 
 

4. 



 

Question #   
 
 

What level of significance would we like to use?    
 
 

Our class data: 
 

Step 1 State the hypotheses and identify the claim. 
 
 
 
 

Step 2 Find the critical value(s) from the appropriate table. 



 

Step 3 Compute the test value and determine the P-value. 
 
 
 
 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 
 
 
 

Step 5 Summarize the results. 



 

Question #   
 
 

What level of significance would we like to use?    
 
 

Our class data: 
 

Step 1 State the hypotheses and identify the claim. 
 
 
 
 

Step 2 Find the critical value(s) from the appropriate table. 



 

Step 3 Compute the test value and determine the P-value. 
 
 
 
 

Step 4 Make the decision to reject or not reject the null hypothesis. 
 
 
 

Step 5 Summarize the results. 
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Probability space 

The notion of probability space is at the heart of the mathematical treatment of proba- 

bility. From the point of view of this course, you can think of it as a unifying idea: it unifies 

discrete and continuous probability. 

A probability space is a triple (Ω, , P ) where Ω is the sample space, is a σ–field of 

subsets of Ω and P is a probability measure on Ω. 

Understanding this requires two definitions. 

Definition A nonempty collection of subsets of a set Ω is a σ–field if it has the following 

two properties. 

(i) If A ∈ A then Ā = Ω \ A ∈ A. 

(ii) If An ∈ A, n = 1, 2, . . . , then ∞
n=1 An ∈ A. 

Note that (i) and (ii) imply that ∞
n=1 An ∈ A since ∞

n=1 An = Ω \ (   ∞n=1(Ω \ An)) . 

σ–algebra is another name for σ–field. 

Definition A probability measure P on a σ–field A is a real valued function having 

domain A satisfying the following properties: 

(i) P (Ω) = 1. 

(ii) P (A) ≥ 0 for all A ∈ A. 

(iii) If An, n = 1, 2, 3, . . . , are pairwise disjoint sets in A (so Ai ∩ Aj = ∅ if i j) then 
∞ ∞ 

P (
[ 

An) = 
Σ 

P (An). 

Example 1 If Ω is a discrete set sample set with a random variable X and a distribution 

function m for X then we can take to be the collection of all subsets  of  Ω  and  the 

probability measure P to be given by 

P (E) = m(ω). 
ω∈E 

 

Example 2 If Ω Rn (e.g., Ω is an interval or a nice region in the plane) and X is a 

continuous real–valued random variable on Ω with a density function f then 

P (E) = P (X ∈ E) = 

∫ 

f (x)dx 

defines a probability measure on any σ–field of nice subsets of Ω. 
 

I don’t want  to get into technicalities about what subsets are nice,  but I will note that         

if Ω is an interval in R we can take the σ–field to be the Borel sets , the smallest σ–field 

containing all the open subintervals of Ω. It is clear what P (E) means if E is an interval.      

The hard work is to show that P (E) can be defined for any Borel set E. 

In this example it is not possible to take A to be the σ–field of all subsets of Ω. 

E 
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Definition of Conditional Probability 

The probability of E given that (aka conditioned on) event F already happened: 

P(E | F) = 
P(EF) 

P(F) 
= 

P(E ∩ F) 

P(F) 

 

  
Conditional Probability 

 

 

 
 

1 Conditional Probability 
In English, a conditional probability answers the question: “What is the chance of an event E 
happening, given that I have already observed some other event F?” Conditional probability 
quantifies the notion of updating one’s beliefs in the face of new evidence. 

When you condition on an event happening you are entering the universe where that event has 
taken place. Mathematically, if you condition on F, then F becomes your new sample space. In the 
universe where F has taken place, all rules of probability still hold! 

The definition for calculating conditional probability is: 
 

 

(As a reminder, EF means the same thing as E ∩ F—that is, E “and” F.) 

A visualization might help you understand this definition. Consider events E and F which have 
outcomes that are subsets of a sample space with 50 equally likely outcomes, each one drawn as a 
hexagon: 

 

Figure 1: Conditional Probability Intuition 

 
Conditioning on F means that we have entered the world where F has happened (and F, which has 
14 equally likely outcomes, has become our new sample space). Given that event F has occured, 
the conditional probability that event E occurs is the subset of the outcomes of E that are consistent 
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∩ 

∩ ∩ 

The Chain Rule 

The definition of conditional probability can be rewritten as: 

P(EF) = P(E  | F)P(F) 

which we call the Chain Rule. Intuitively it states that the probability of observing events E and 
F is the probability of observing F, multiplied by the probability of observing E, given that you 
have observed F. Here is the general form of the Chain Rule: 

P(E1E2 . . . En) = P(E1)P(E2 | E1) . . . P(En | E1E2 . . . 

En−1) 

The Law of Total Probability 

For events E and F, 

P(F) = P(F | E)P(E) + P(F | EC)P(EC) 

There is a more general version of the rule. If you can divide your sample space into any number 
of events E1, E2, . . . En that are mutually exclusive and exhaustive—that is, every outcome in 
sample space falls into exactly one of those events—then: 

∑ n 

P(F) = P(F | Ei)P(Ei) 
i=1 

The word “total” refers to the fact that the events in Ei must combine to form the totality of the 
sample space. 

with F. In this case we can visually see that those are the three outcomes in E F. Thus we have 
the: 

P(E |F) = 
P(EF) 

=
 3/50 

=
 3 

≈ 0.21 

P(F) 14/50 14 

Even though the visual example (with equally likely outcome spaces) is useful for gaining intuition, 
the above definition of conditional probability applies regardless of whether the sample space has 
equally likely outcomes. 

 

 

2 Law of Total Probability 
An astute person once observed that in a picture like the one in Figure 1, event F can be thought of as 
having two parts, the part that is in E (that is, E F = EF), and the part that isn’t (EC F = EC F). 
This is true because E and EC are mutually exclusive sets of outcomes which together cover the 
entire sample space. After further investigation this was proved to be a general mathematical truth, 
and there was much rejoicing: 

P(F) = P(EF) + P(EC F) 

This observation is called the law of total probability; however, it is most commonly seen in 
combination with the chain rule: 
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( | ) 

( | ) 

( ) 

you get: 

Bayes’ theorem 

The most common form of Bayes’ theorem is: 

P(E | F) = 
P(F | E)P(E) 

P(F) 

(or the “update”); and P(F) is often called the normalization constant. 

If the normalization constant (the probability of the event you were initially conditioning on) is 
not known, you can expand it using the law of Total Probability: 

posterior; the P(E) term is often called the prior; the P(F | E) term is called the likelihood 

Each term in the Bayes’ rule formula has its own name. The P(E | F) term is often called the 

P(E | F) = 
  P(F  | E)P(E)  

P(F | E)P(E) + P(F | E )P(E ) C C 

= ∑ P(F | E)P(E) 

i P(F | E )P(E ) i i 

Again, for the last version, all the events Ei must be mutually exclusive and exhaustive. 

3 Bayes’ Theorem 
Bayes’ theorem (or Bayes’ rule) is one of the most ubiquitous results in probability for computer 
scientists. Very often we know a conditional probability in one direction, say P E F , but we 
would like to know the conditional probability in the other direction. Bayes’ theorem provides a 
way to convert from one to the other. We can derive Bayes’ theorem by starting with the definition 
of conditional probability: 

 

P E F   =  
P(F ∩ E) 

P(F) 

Now we can expand P(F ∩ E) using the chain rule, which results in Bayes’ theorem. 
 

 

A common scenario for applying the Bayes Rule formula is when you want to know the probability 
of something “unobservable” given an “observed” event. For example, you want to know the 
probability that a student understands a concept, given that you observed them solving a particular 
problem. It turns out it is much easier to first estimate the probability that a student can solve a 
problem given that they understand the concept and then to apply Bayes’ theorem. 

The “expanded” version of Bayes’ rule (at the bottom of the Bayes’ theorem box) allows you to 
work around not immediately knowing the denominator P F . It is worth exploring this in more 
depth, because this “trick” comes up often, and in slightly different forms. Another way to get to 
the exact  same result  is to reason  that because the  posterior of Bayes  Theorem,  P(E  |  F), is a 

probability, we know that P(E  |  F) + P(EC  |  F) = 1. If you expand out P(EC  |  F) using Bayes, 

 

P(EC | F) = P(F | EC)P(EC) 
 

 

P(F) 
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[       ]
(

 | )  (  ) ( | )  ( ) 

( ) 

P(F) P(F |G) 

Now we have: 

1 = P(E  | F) + P(EC | F) since P(E |F) is a probability 

1 = 
P(F | E)P(E) 

+
 

P(F) 

P(F | EC )P(EC ) 
by Bayes’ rule (twice) 

P(F) 

1 =  
   1     

P F E  P E  + P F EC P EC 
P(F) 

P(F) = P(F | E)P(E) + P(F | EC)P(EC) 

We call P F the normalization constant because it is the term whose value can be calculated by 
making sure that the probabilities of all outcomes sum to 1 (they are “normalized”). 

4 Conditional Paradigm 
As we mentioned above, when you condition on an event you enter the universe where that event 
has taken place, all the laws of probability still hold. Thus, as long as you condition consistently 
on the same event, every one of the tools we have learned still apply. Let’s look at a few of our old 
friends when we condition consistently on an event (in this case G): 

 

 

 

Name of Rule Original Rule Conditional Rule 
 

First axiom of probability 0 ≤  P(E) ≤ 1 0 ≤ P(E | G) ≤ 1 

Corollary 1 (complement) P(E) = 1 − P(EC) P(E | G) = 1 − P(EC | G) 

Chain Rule P(EF) = P(E | F)P(F) P(EF | G) = P(E | FG)P(F | G) 

Bayes Theorem P(E | F) = P(F|E)P(E) 
P(E | FG) = 

P(F |EG)P(E |G) 
 

 












































































